Hertentamen Connectionism, 25 August 2003

Please, write your name and student ID (collegekaartnummer) on each answer sheet.

Questions may be answered in English or Dutch. All questions contribute equally towards the final grade. 

Please, write clearly!
1. The backpropagation algorithm does a gradient descent. What does that mean? Over what is the gradient defined? Why is it important to know that backpropagation does error descent (what does it ‘buy’ you)? 

2. Draw schematically the architecture the model for context effects in letter recognition by McClelland and Rumelhart (1981). How was this model trained? What was its main objective and how was this achieved? Mention in particular the role of recurrent connections.

3. Describe and draw the architecture of at least one constraint satisfaction problem. Describe how the constraints of the problem have been translated to the network’s architecture.

4. Why do neural networks have difficulties handling language? What solutions have been proposed? Argue why you believe neural networks will or will not contribute to a better understanding of language learning and processing.

5. Select three of the following neural network models (paradigms) and rank them for biological plausibility. Give a detailed argument for your choice of ranking: CALM, ART, backpropagation, Hopfield (with Hebbian learning), Willshaw network, competitive learning

